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* Một epoch là một chu kì đầy đủ duyệt qua dữ liệu đào tạo. Tùy thuộc vào hiệu suất của mô hình, có thể chọn tiếp tục đào tạo nếu muốn, cẩn thận để không quá sức với mô hình của bạn. Một epoch là một lần duyệt qua hết tất cả mẫu trong tập train.
* Step\_per\_epoch là số lượng batch để hoàn thành một epoch, là một tham số thể hiện số batch của các sample trong mỗi epoch.
* Vậy epoch là một lần duyệt hết các sample, step\_per\_epoch chia nhỏ sample ra để duyệt.